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task: 1-back repetition detection task within each block

An example...
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The fMRI “decoding” framework

r = 0.81



r = 0.81 r = -0.40 r = -0.43 r = -0.17
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in the neuroimaging litterature, it's called...

- fMRI decoding

- brain-reading

- multi-voxel pattern analysis (MVPA)

The fMRI “decoding” framework
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The fMRI “decoding” framework

some pitfalls:

- no use of the spatial structure
(lost in the vectorization)

- difficult to use to understand brain functions...
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Using the spatial structure...

spatial graphical model:



spatial graphical model:

- a list of nodes

- A = (a
ij
), adjacency matrix

- V = (v
i
), attribute(s)

             of the nodes

Using the spatial structure...



Using the spatial structure...

questions:



questions:

- which graphical model?

- which similarity measure
between graphs?

- which analysis tools?

Using the spatial structure...



Support Vector Machines (SVM)

Using the spatial structure...



Support Vector Machines (SVM)

The kernel trick
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Graph kernels

Using the spatial structure...



        

Using the spatial structure #1



        fMRI data lives on an intrinsically structured space: 

       the 3D image grid         or            the 2D cortical mesh

Using the spatial structure #1



Graph G construction:

- nodes = the voxels / the vertices of the mesh

- A = (a
ij
)= 1 if nodes i and j are neighbors

- V = (v
i
) =  fMRI “activation” value

(within a ROI: fixed A)

Using the spatial structure #1
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Using the spatial structure #1



Using the spatial structure #1

Results of within subject classification (leave-one-session-out cross-validation)
for different  experiments, within a ROI 



Using the spatial structure #1

C {10-2,10-1,1,101,102} n  {2,3,4,5}
  {10-2,10-1,1,101,102}  {0.01, 0.1, 0.25, 0.75, 1}



conclusions:

- we designed a new kernel that uses the
intrinsic structure of (neuro)imaging data

- we demonstrated good performances

- but...? 

Using the spatial structure #1



Using the spatial structure #2



- do we have any knowledge about the spatial
structure of the activation pattern?

Using the spatial structure #2



- do we have any knowledge about the spatial
structure of the activation pattern?

- in some cases: yes!

Using the spatial structure #2



retinotopy in the
visual cortex

Using the spatial structure #2



tonotopy in the 
auditory cortex
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tonotopy in the 
auditory cortex

Using the spatial structure #2



topies...

the topological properties of the input are carried on
in the cortical representations
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topies...

the topological properties of the input are carried on
in the cortical representations

in particular:

- a large contiguous input should result in a connected blob
...parcels

- the spatial adjacency should be informative
...graph

Using the spatial structure #2



Tonotopy fMRI experiment: mapping of the frequency
response of auditory stimuli in the primary auditory cortex

Stimuli presented at five different frequencies: 300Hz, 500Hz,
1100Hz, 2200Hz, 4000Hz

Using the spatial structure #2



Using the spatial structure #2

from an anatomical ROI to a parcellation
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Using the spatial structure #2

from an anatomical ROI to a parcellation

Ward's hierarchical clustering
(feature agglomeration with an added spatial constraint)



from an anatomical ROI to a parcellation

Ward's hierarchical clustering
(feature agglomeration with an added spatial constraint)

Using the spatial structure #2



from parcels to a graph

Using the spatial structure #2



from parcels to a graph

- nodes = parcels

- A = adjacency matrix given by spatial adjacency of parcels
(region adjacency graph: RAG)

- X = coordinates of the barycenter of the parcel

- V = mean “activation value” within the parcel

Using the spatial structure #2
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Using the spatial structure #2



kernel design:

Using the spatial structure #2





“The advantage of convolution kernels is that they
are very general and can be applied in many different
situations. However,because of that generality, they
require a significant amount of work to adapt them to
a specific problem”

Using the spatial structure #2



- should use the structure (spatial adjacency coded into the
edges of the RAG: A)

- should take into account the anatomical information
(locations of the parcels X)

- should take into account the functional information
(“activation” value V)

Using the spatial structure #2



subgraphs: all pairs of nodes

Using the spatial structure #2

N
i

1

N
j

1

N
l

2

N
k

2





Using the spatial structure #2

Results of within subject classification (leave-one-session-out cross-validation)
for the tonotopy experiment



Using the spatial structure #2

C {10-2,10-1,1,101,102} #parcels {10,15,20,25,30,35,40} 


V


X
  {10-2,10-1,1,101,102}2

Results of within subject classification (leave-one-session out cross-validation)
for the tonotopy experiment



Using the spatial structure #2

conclusions:

- we designed a graph kernel working on 
parcels-based graphs

- this opens several applications...
 



- study cortical representations across subjects
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- study cortical representations across subjects

- study cortical representations across populations
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- study cortical representations across subjects

- study cortical representations across populations

- compare with data from other modalities
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- study cortical representations across subjects

- study cortical representations across populations

- compare with data from other modalities

- test generative models

Using the spatial structure #2



Thank you!
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